Algorithms in the courtroom: Human rights and the dehumanization of judicial decision-making.

Abstract

"We are not just heading toward a world of Big Brother or one composed of Little Brothers, but also toward a more mindless process—of bureaucratic indifference, arbitrary errors, and dehumanization—a world that is beginning to resemble Kafka's vision in The Trial."¹

The use of computer algorithms in the courts is not an altogether new concept. The 90's have already seen the implementation of risk-assessment software programs in U.S. state courts, aimed at assisting judges in identifying recidivism in felons and evaluating proper sentencing accordingly.² Such "risk-assessment tools" have come a long way since then. Current machine learning algorithms provide sentencing recommendations to the human judge after analyzing vast quantities of data and creating risk models. Similar programs provide recommendations in other contexts, such as pre-trial decisions to release or detain a defendant.³ In 2016, the use of this kind of software was even challenged in court in a high-profile case, State v. Loomis, at the Supreme Court of Wisconsin.⁴ The Court approved the use of the risk-assessment tool. However, it noted that the algorithm should not be conclusive but should only be considered as a factor among other relevant considerations to be considered. The Court thus emphasized the importance of a judge's discretion when using such a tool, which is merely a tool aimed at providing the court with more complete and accurate information.⁵

While algorithms do not replace the human judge entirely, yet, technological developments make this possibility more tangible than ever, and different countries are in the midst of developing systems of judicial automated decision-making that could do just that.⁶

¹ D. Solve, The Digital Person: Technology and Privacy in the Information Age, NYU Press, 2004
⁶ For example: projects such as algorithmic dispute-resolution mechanisms in France: https://theconversation.com/predicting-justice-what-if-algorithms-entered-the-courthouse-91692; Developing
These developments raise a set of legal and ethical questions which need to be addressed.

A primary aspect to consider is whether automated decision-making should be applied at all in judicial decision-making? Perhaps it should be limited to only certain areas of the law? Though the possibility of machines making judicial decisions within the framework of the criminal justice system is usually perceived as controversial, it is hard to ignore the possible advantages of embedding such technologies in other fields of law. For example, using algorithmic technologies in small claims courts, traffic courts, and the like, can actually enhance public access to judicial institutions through online access, and making the process faster, clearer and more cost-efficient. Automated decision-making algorithms could possibly serve to upend misconceptions, biases, and improve impartiality - in other words, to repair human errors which are inherent and perhaps impossible to eliminate entirely. Furthermore, some theories even point on the limitations of human cognitive in weighing a large number of factors, which judges are required to do within the framework of procedural rules that include a vast amount of considerations. Algorithms could help override these limitations.

A core issue is that of opacity versus transparency - the algorithm's "black box". Does an individual standing before a court have a right to fully understand the way in which the algorithm operates and the considerations which it takes into account. Another issue is whether the functioning of the algorithm truly allows the litigant to receive her day in the court. Does the litigant have the chance to present her case before a judge, and does she feel that she has control over the process. Some of these concerns could perhaps be mitigated if different safeguards are applied, such as a right to receive explanations and a full transparent picture on the specific program.

algorithm to replace the judge in small claims courts in Estonia: https://www.wired.com/story/can-ai-be-fair-judge-court-estonia-thinks-so/

"Legal robots" have been deployed in a pilot on thousands of cases in the eastern province of Jiangsu China to help decide sentencing: https://www.telegraph.co.uk/news/2017/08/04/legal-robots-deployed-china-help-decide-thousands-cases/


10 Ibid, 580.
An important point to examine is whether the considerations underlying the debate regarding judicial automated decision-making are also the considerations that should be taken into account regarding the automation of non-judicial decisions, for example in administrative decisions taken by the government.\textsuperscript{13} And above all these concerns looms a basic, ethical and even philosophical question, and that is, whether we as humans \textit{can} be judged by non-humans? Do we \textit{want} to be judged by non-humans? In this regard another important aspect to consider is the notion of "jury of one's peers"; The basic principle that an individual should be judged by peers having the same legal status in society as that of the person who is standing in trial, aiming to protect the right to a fair trial.\textsuperscript{14} 

This ethical question also has a practical dimension, which is the challenge of public support – since non-human judges or a justice system will not carry through if the public will not believe and support in it. Studies show that one of the main reasons that people obey the law is because they believe in the legitimacy of the legal system. The "trustworthiness" of the algorithm is a key factor to gain legitimacy.\textsuperscript{15} Furthermore, judges are also policymakers. If the algorithm replaces judges – who is designing this policy?\textsuperscript{16} Here the question expands beyond the issue of due process and possibly marks a fundamental shift in the democratic structure.\textsuperscript{17}
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